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ABSTRACT: Fast and accurate identification of active
compounds is essential for effective use of virtual screening
workflows. Here, we have compared the ligand-ranking
efficiency of the linear interaction energy (LIE) method
against standard docking approaches. Using a trypsin set of
1549 compounds, we performed 12,250 molecular
dynamics simulations. The LIE method proved effective
but did not yield results significantly better than those
obtained with docking codes. The entire database of

simulations is released.
C omputational modeling techniques are becoming well
established in the standard toolkit of drug design.' In
silico virtual screening of large compound libraries is now
routine in the early stages of the drug discovery process.”
Although the development of universally applicable docking
scoring functions still remains a challenge, the family of
molecular docking methods® has proven very successful,
representing an effective compromise between computational
cost and quality of results. In most studies, while compounds
are usually treated as flexible, the protein counterpart is
modeled as a static structure or with very limited flexibility. On
the other hand, it is well known that biological macromolecules
often show significant movements before and after the binding
of small molecules, and accordingly, docking studies using
protein conformation ensembles have emerged (ensemble
docking).4 Additionally, the absence of an explicit treatment of
the solvating water molecules can strongly influence both
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sampling and scoring phases. The use of weighted scoring
averages from different docking tools has also been shown to be
a good technique to improve the ranking.”~” These aspects are
of great relevance in any virtual screening study, where
inaccurate scoring functions could produce a final ranking
with a large number of false positives and—more impor-
tantly—false negatives, the latter disadvantageously excluded
from the subsequent phases of chemical synthesis and
biological validation. Thus, high quality prediction of
protein—ligand complex poses and binding affinities is critically
important in providing data of sufficient accuracy to effectively
guide an experimental program, and improvement and
development of more accurate computational tools are still
needed.’®

In this context, molecular dynamics (MD) simulation,”
with its innate ability to sample ligand and receptor
conformational states, as well as to provide an atomistic
treatment of solvent effects, would seem to have much to offer.
To date, several different MD approaches for binding energy
estimation have been reported.'”'?

Given the aforementioned theoretical limitations of molec-
ular docking and the recent improvements in the MD field
(which have substantially reduced its computational cost,
rendering it amenable to use in a high-throughput mode'®), the
main aim of this study was to compare molecular docking
against the linear interaction energy'* (LIE) method for
ranking prediction for a large data set of compounds. Although
the capabilities of the LIE method have been extensively tested
in the past,””~"” probing its suitability as a high-throughput
virtual screening tool is still relatively new. For these reasons,
we have considered the binding of 1549 compounds extracted
from the trypsin set of the DUD database'® (see S1 of the
Supporting Information PDF file for the library design) and
further compared performance against molecular docking
results.

Given a putative binding process, the LIE approach (as with
other approaches such as MM-PBSA'® and MM-GBSA*®)
considers only the two endpoints of the reversible binding
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cycle: the free state (compound solvated in water) and the
bound state (compound in complex with the protein).

From a theoretical point of view, LIE predicts the binding
free energy of compound—protein complexes using the
following equation

AGys = a((UE")y = (UE")) + BUUL), = (UL)) + 7

(1)
where the brackets indicate the means of the compound-
surrounding (c-s) interaction energies (el for electrostatic, vdw
for nonpolar, and b and f indicate bound and free states of the
compound, respectively), which are calculated based on MD
trajectories of the two states of the compound (Figure 1). a and

Figure 1. Representation of the two systems considered for a typical
LIE calculation. (a) Unbound compound in water. (b) Compound—
protein complex. Water molecules are represented in red, compounds
in cyan, and proteins in gray.

P are the related scaling factors that could vary depending on
the specific system considered, and y is an additive factor
generally weighted to fit the experimental binding affinities.*"
The initial library contained 1713 compounds from the DUD
database'® comprising 50 ligands and 1663 decoys. From this
set, 140 corresponded to duplicates of some compounds in
different protonation states. We selected only one representa-
tive compound for each of the duplicates giving a set of 1573
molecules. After visual inspection, we discovered some erratic
overprotonated amidine compounds (Figure S1, Supporting
Information, PDF file). Twelve of the ligands presented this
functional group and were also removed from the database.
A total of 1561 compounds were then prepared for MD
simulations. The molecules were protonated at ghysiological
pH and parametrized with antechamber 13.* The MD
simulations were performed using the ACEMD? software on
the GPUGRID.net*® using the Amber99SB force field.** For
each compound, four replicas of bound (~16,000 atoms) and
unbound (~1500 atoms) fully solvated systems were run,
resulting in 1549 compounds upon retrieval, a total of 123 us of

aggregate simulation time. These same molecules were also
considered for docking calculations (see S2 of the Supporting
Information PDF file for full details of the methods).

This final library comprised 32 ligands—active compounds
(IDs from 1-32)—able to bind trypsin with a known
experimental binding affinity and 1517 decoys (IDs 33-
1549), namely, putative nonbinding molecules. Molecular
docking experiments were performed using AutoDock Vina,”
Glide,”® and GOLD?” (see the Supporting Information txt file
for the final set of compounds). The comparison of the
coordinates related to the best docking poses obtained from the
three docking softwares used showed a modest convergence
(see the RMSD plots in S3, S4, and SS of the Supporting
Information PDF file). We used GOLD top-ranked docking
poses as starting LIE coordinates of the bound states. It is
important to note that these initial structures are crucial and
could influence the MD LIE results. In addition, these starting
structures were computed following a semi-rigid docking
protocol where the receptor is considered as static. Therefore,
in order to reduce the influence of this sampling limitation on
the MD calculations and let the compounds explore the most
stable poses within their conformational space, production runs
were done for 10 ns, whereas for each of the four replicas only
the last S ns were considered for the energy calculations. We
refer to this database as ACEMD-DUD-trypsin, which can be
obtained upon request.

Several previous studies found that o, §, and y LIE scaling
factors are both protein and compound specific’* ™' and that
their values can profoundly influence the reliability of the
results. For example, the # value (related to the electrostatic
contribution, which is particularly important in trypsin
recognition by a putative ligand) is generally set to 0.5'* but
can be systematically optimized considering the chemical
nature of the compounds investigated. Several efforts were
made in this sense in previous studies, but they were mainly
oriented to find a precise correlation between calculated and
experimental binding affinities on a specific target considered
more than to enrich the selection of active compounds in a
general virtual screening context. For these reasons, four
combinations of LIE scaling factors were chosen based on
previous successful studies ( S6, Supporting Information PDF
file) allowing the analysis of how the modulation of vdW
(LIE_1 vs LIE 2) and electrostatic contributions (LIE 1 vs
LIE 2 vs LIE_3) influence the final ranking. The best LIE
results were obtained using a = 0.18 (Table S2, Supporting
Information PDF file), and following a previous study by
Almlof et al,>" the starting value of 3 was set to 0.43 (LIE_3).
In addition, different increments or decrements of S were
applied depending on the chemical functional groups of the
compound under investigation (Table 1). In this way, the
systematic over/under estimation of the electrostatic contribu-

Table 1. Summary of Data and Parameters Used for LIE Calculations

summary MD data

LIE parameters”

simulation length 10 ns a =018 Ap; = —0.06 alcohols

Ap; = —0.04 1°, 2° amines
aggregated simulation time 123 ps B = Bt (ZwirB)/ (Ew;)) Ap; = —0.02 1° amides

Ap; = —-0.03 carboxylic acid

Ap; = +0.02 anions
total simulations 12,250 y=0 Ap; = +0.09 cations

“Obtained from Almlof et al.
2186 dx.doi.org/10.1021/ci500309a | J. Chem. Inf. Model. 2014, 54, 2185-2189



Journal of Chemical Information and Modeling

tions derived from MD simulations is reduced with an internal
system-specific mapping of the chemical moieties (Table S,
Supporting Information PDF file). Again, because the main aim
of this study was to monitor the relative binding free energy
rather than the absolute values, the scaling factor y was set to 0.
The comparisons for the four LIE parameters analyzed are
presented in Table S2 of the Supporting Information PDF file.

The LIE ranks were then compared to those obtained from
docking calculations (Table 2; see S7 of the Supporting

Table 2. Comparison of LIE and Docking Methods
Investigated in This Study”

LIE Glide GOLD AutoDock Vina
ROC AUC 0.87 0.87 0.93 0.74
EF 2% 3.0 1.5 3.0 6.1
EF 10% 3.7 6.5 7.8 4.3
EF 20% 4.2 4.4 4.5 342
% screened (75%) 16.0 11.6 7.0 31.0

“The first row compares the area under the ROC curve. The second,
third, and fourth rows show enrichment factors at 2%, 10%, and 20%
of the ranked database, respectively. The fifth row shows the screening
percentages needed in order to recover 75% of the active ligands.

Information PDF file for a complete set of the results). Overall,
the LIE and Glide docking approaches reached similar AUC
values of 0.87 and 0.86, respectively, whereas GOLD showed a
remarkable value of 0.93 and AutoDock Vina exhibited a poorer
performance, reaching an AUC value of 0.74 (curves, Figure 2).
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Figure 2. Receiver operating characteristic (ROC) curves for the four
methods. Areas under the ROC curves are expressed in Table 2. Glide
is shown in black, LIE in cyan, GOLD in green, and AutoDock Vina in
magenta.

ROC curves describe the trade-off between selectivity and
sensitivity throughout the whole database. However, the
common practice is to advance only a small number of the
top-ranked compounds for the following steps of the pipeline.
Therefore, it is useful to consider performance measures that
focus on the first portion of the rank-ordered scoring lists. The
enrichment factor (EF) and true positive rate (TPR) evaluate
the quality of the ranking methods at different percentages of
the rank-ordered database list that are selected for screening.**
EF is defined as

_ Hitsg/Ng

Hits /Ny @)
where Hitsg is the number of ligands (active compounds) in the
sampled subset, Hitsy is the total number of ligands in the
database, and N is the number of compounds.

TPR simply measures the proportion of active ligands in the
chosen subset. Figure 3 shows a comparison of these statistics
up to 20% of the database. It can be appreciated how for the
low percentages of screening (at $%), docking (GOLD)
outperforms LIE when considering both EF (Figure 3a) and
TPR (Figure 3b). At higher percentages of screening, the best
docking methods and the LIE method perform similar, while
differences with AutoDock Vina are more evident, especially
when comparing TPR at 15—20% of the ranked database
(Figure 3b). Quantitatively, Table 2 shows a comparison of EFs
at the 2%, 10%, and 20% levels, whose theoretical maximum
values are 48.4, 10, and S, respectively. As expected from Figure
3, at the 2% level, Autodock Vina outperforms the other
methods (EF 6.1), whereas LIE, GOLD, and Glide show lower
values (3.0 for the first two and 1.5 for the latter). However, as
shown in Figure 3, at higher percentage screening levels, the
performance of the methods begin to converge. At 10%, Glide
shows enrichment closer to GOLD, with an EF of 6.5
compared to GOLD’s 7.8, while the other methods still lag
behind (3.7 for LIE, 4.3 for AutoDock Vina). At the highest
percentage considered of 20%, LIE, GOLD, and Glide are
comparable (4.2, 4.5, and 4.4, respectively), and only AutoDock
Vina shows a lower performance (3.4).

As noted above, identifying actives near the top of the rank-
order list (“early enrichment”) is important because in most
real-world virtual screening scenarios only a relatively small
number of compounds are selected for experimental testing
because of practical and budgetary constraints. In this regard, it
is noteworthy to mention that although showing a moderate
performance at high percentages of screening, Autodock Vina
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Figure 3. Comparison of enrichment factors (a) and true positive rates (b) for the four methods at different percentages of the screened database.
The results show in general terms a better performance of GOLD at low percentages of screening but similar enrichment performance for LIE, Glide,
and GOLD at percentages of 15% or above. Interestingly, Autodock Vina was the only method that detected true ligands in the first two positions of

the ranking, leading to a sharp peak of 32.1% in panel a.
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was remarkably the only method recovering true ligands at the
first two positions of the ranking and identifying a total of three
ligands in the top 10 positions. On the other hand, LIE and
Glide sit toward the bottom of the performance range as shown
with the other docking methods (Figure 4). If the first set of S0
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Figure 4. Comparison of true positive rates for the four methods at the
early stages of screening, up to 4%.

compounds (~3% database) progressed to the following
biophysical assays, GOLD would have recovered 10 ligands,
whereas LIE and Glide would have recovered two and one
compounds, respectively.

Finally, in order to obtain an idea of the performance in
retrieving a high percentage of active compounds, we have
compared the percentages of the database required to be
screened in order to recover 75% of active ligands. As indicated
by the last row of Table 2, LIE shows a moderate value of
16.0% ,while the best docking code needs only 7.0% of the
database to be screened.

In conclusion, we have reported a virtual screening
application using the linear interaction energy (LIE) method
on a large data set of compounds. Specifically, LIE
demonstrated moderate predictive capabilities for true positives
on the top-ranked database when compared with the best
docking methods, and although showing satisfactory perform-
ance when screening more than 15% of the library, docking
scoring functions show equal or better statistics, especially if we
compare the number of compounds needed to recover 75% of
active ligands. Considering the cost of setting up and
performing the simulations, the data here seem to indicate
minimal usefulness of the LIE method in identifying active
ligands among a large set of related decoys at least for a
protein—ligand with low flexibility, as is the case in this study.
To give a quantitative indication of the differences in
computational costs, we estimated 32 h of calculation time
for docking experiments (Glide, XP mode) on an Intel Xeon
E3-1245v2 @ 3.40 GHz vs 8 days for MD calculations on a 100
GPU cluster.

It is possible that the performance of LIE could be improved
by further optimization of the set of LIE scaling factors (a, f3,
and 7). However, our aim was to investigate the potential
performance of LIE as applied in a typical blind screening
protocol. Specifically, in order to make the LIE docking
comparison unbiased, we reproduced a screening procedure
assuming no information a priori on the investigated systems.
Interestingly, our results indicate that best LIE performance was
obtained when the f scaling factors were dynamically
modulated on the chemical functional groups of the
compounds. This suggests that new, accurate, ligand-based
computations of LIE scaling factors could be validated in a
robust multi-target scenario.
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Nevertheless, it is also possible that there are better ways to
use the MD trajectory data of this study than the method used
by us. In order to facilitate development of these methods, we
release all the ACEMD-DUD-trypsin simulation data for
further studies, in the hope that further work may improve
on these results.
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Details of library design, simulation and docking protocols,
erratic compounds, comparison with other LIE parameters, and
further analysis of the simulations. This material is available free
of charge via the Internet at http://pubs.acs.org.
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