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The estimation of ion channel permeability poses a considerable challenge for computer simulations
due to the significant free energy barriers involved, but also offers valuable molecular information
on the ion permeation process not directly available from experiments. In this paper we determine
the equilibrium free energy barrier for potassium ion permeability in Gramicidin A in an efficient
way by atomistic forward-reverse non-equilibrium steered molecular dynamics simulations, opening
the way for its use in more complex biochemical systems. Our results indicate that the tent-shaped
energetics of translocation of K+ ions in Gramicidin A is dictated by the different polarization
responses to the ion of the external bulk water and the less polar environment of the membrane.
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I. INTRODUCTION

In recent years, the three dimensional structures of
an increasing number of membrane transport proteins
have been solved (see refs. in [1]). This, among other
advances, has lead to a better understanding of some
important examples including the mechanisms of chan-
nel blocking by small molecules, as occurs in the drug-
induced long QT syndrome [2] caused by the blocking
of the hERG K+ channel; the study of conformational
changes affecting channel gating [3]; the understanding of
the selectivity for specific ions [4]; and the evaluation of
ion conductivity [5]. Furthermore, a revolution in the de-
velopment and application of computational techniques
to unravel structure-function relationships in these sys-
tems has been triggered (for reviews, see [6–9]). However,
for the case of conductivity of ions and water molecules
through membrane proteins, the computational elucida-
tion of the underlying factors affecting the energetics of
the ions within the channel remains a major challenge
for current molecular simulation techniques. The reason
for this resides in the long time scales for these processes
(which are of the order of milliseconds).

The use of simulation techniques to understand the
microscopic behavior of ion channels is challenging be-
cause the ions have to surmount considerable free en-
ergy barriers. The evaluation of such free energy barriers
presents the modeler with a twofold difficulty: the need
for an accurate description of the electrostatics of the
pore which can be achieved by full-atom simulations, and
the requirement to sample efficaciously highly improba-
ble, high energy regions, of the potential energy surface.
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Nevertheless, a proper characterization of the energetics
of the ion-protein interaction is critical for obtaining high
quality results. Full atomistic simulations have been used
with some success on ion selectivity studies [10–14], al-
though it has been pointed out that a proper treatment
of ion selectivity would necessarily imply the extremely
challenging characterisation of the absolute free energies
of ion crossing, that ultimately may lead to differences
in ion current between different ionic species[15]). In ad-
dition, full atomistic representations are less suitable for
simulating long time scale processes and to this end meth-
ods with typically lower resolution of the energetic prop-
erties within the channel are then selected to describe the
ion movement [15, 16]. It is because of this problem that
most studies are built on a two step protocol for analyz-
ing the dynamics of the ions. First, the effective potential
experienced by the ion within the channel is computed
by means of a potential of mean force (PMF) calculated
with some sort of histogram method [17] or by single
ion solvation calculations performed across the channel
[16, 18]. Second, the dynamics of the ions under this
effective potential is evaluated by some sort of stochas-
tic simulation protocol. In this paper we are concerned
about the first aspect: the application of a technique that
efficiently samples the high energy regions while retain-
ing the precise atomistic description of the system for the
protein, membrane and solvent.

Until the recent solution of the KcsA K+ and the MscL
X-ray structures [19, 20], the availability of structural in-
formation on protein channels was limited to that of the
Gramicidin A (gA) peptide, which indeed led to some of
the first computational studies in the field [21, 22]. gA
(see Figure 1) is a helical antibacterial pentadecapeptide
with alternating D- and L- amino acids used to increase
the permeability of biological membranes to inorganic
ions, and it is often used in combination with other drugs
to increase their effectiveness [23]. The pore formed by
gA is one of the most studied both biochemically and
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structurally by means of a number of computer simu-
lations [24, 25]. Surprisingly, permeation for this simple
pore is less well characterized [26–28] than for other larger
and more complex membrane proteins ([13, 16, 29]). The
discrepancy between experiment and simulation has been
explained on various grounds such as lack of sampling,
a poor force field in terms of polarization of water and
possibly different structures of the pore itself (also crys-
tallized on a joined double helices structure that appears
to be much more stable and robust than the dimeric con-
formation [26]). One particularity of this protein is that
it forms a narrow pore, only allowing a single file of wa-
ter molecules (or potassium ions) to fill it. The pore
is, however, very active in transporting different types
of monovalent ions, being able to handle two potassium
ions at the same time [30]. In addition, owning to the
diameter of the pore, the transport of a single ion drags
with it a column of six to nine water molecules in a single
file. This fact adds an extra challenge for the simulation
of the conductivity through gA, as compared with other
channels with wider pores, in which water molecules can
slip past each other[30].

In this paper, we use a novel technique which is based
on the use of forward-reverse steered molecular dynam-
ics simulations [31–33] to populate high energy regions of
the potential energy surface, and on the use of the Crooks
fluctuation relation [31, 33, 34] to obtain an estimate of
the free energy barrier for ion crossing. This methodology
differs from more traditional biasing techniques [35] like
umbrella sampling [27, 28], which reconstruct the free
energy profile from several equilibrium simulations one
for each bias potential along a discretized reaction coor-
dinate. Instead, Crooks fluctuation relation allows us to
reconstruct the equilibrium free energy from a set of non-
equilibrium molecular dynamics simulations. This for-
mula was recently applied, together with the acceptance
ratio method [36], to determine the experimental fold-
ing free energy in an RNA pulling experiment via optical
tweezers [37]. Our approach benefits from the fact that
the reaction coordinate along which the steered molecu-
lar dynamics protocol is applied is well approximated by
the axis perpendicular to the membrane surface. The ap-
plication of this technique to distributed computational
infrastructures is also discussed. Our results show that
the differential induced polarization between the water
molecules at the entrance of the pore and the apolar
membrane atoms at its interior is a major source of the
free energy barrier the potassium ions need to surmount
in this system.

Section II contains a brief summary of the methods
employed in this work, Section III includes the numerical
results obtained and concluding remarks and discussion
are given in Section IV.

FIG. 1: The Gramicidin A pore solvated in a DMPC mem-
brane, TIP3P water and 150mM KCl. A single column of
water molecules is present inside the pore. Lipids are not
shown for clarity.

II. METHODS

A. Potential of mean force

We start by defining a reaction coordinate ξ = ξ(R)
and the probability density of encountering any given
value of this coordinate ξ′, given by the canonical ensem-
ble average

ρ(ξ′) =
∫

dRdPδ(ξ(R)− ξ′) exp(−βH)∫
dRdP exp(−βH)

, (1)

where H = H(R) is the Hamiltonian of the system,
R = r1, ..., rN , P = p1, ...,pN the atom positions
and momenta respectively, N is the number of atoms,
β = 1/(kBT ), kB is the Boltzmann constant, T the
temperature of the system and δ the Dirac delta func-
tion. In the canonical ensemble, the free energy differ-
ence ∆Aξ1−ξ0 = A(N, V, T, ξ1) − A(N,V, T, ξ0) between
two states ξ′ = ξ1 and ξ′ = ξ0 is directly written in terms
of ρ(ξ′) as

∆Aξ1−ξ0 = −kBT log
ρ(ξ1)
ρ(ξ0)

. (2)

This quantity is also called the potential of mean force
(PMF), that is the free energy along a given generalized
coordinate (reaction coordinate) ξ and written, up to an
arbitrary constant, as A(ξ) = −kBT log ρ(ξ). The PMF
can be estimated directly from the density ρ in Eq. 2
[38, 39]. However, often the states at various values of
ξ are scarcely populated and the logarithmic function
is singular when ρ(ξ) is close to zero; therefore special
methods must be used in order to increase the sampling
via a biasing protocol.
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B. Non-equilibrium methods: forward reverse
steered molecular dynamics

The importance of Crooks fluctuation relation resides
in the fact that, given two systems “0” and “1” described
by the Hamiltonians H0 and H1, the equilibrium free en-
ergy difference between the two states ∆A can be recov-
ered from [31, 34, 37]

PF (+βW )
PR(−βW )

= exp(β(W −∆A)), (3)

where W is the external work done on the system by
forcing it to change from state 0 to 1 and PF ,PR are the
probability distributions of releasing the work W into the
system during a transformation in the forward (F) 0 → 1
and reverse (R) 1 → 0 direction respectively in a finite
time τ .

The Crooks fluctuation relation is the most recent of
set of methods which allow to compute the equilibrium
free energy. It is a direct generalization of the Jarzynski
equality (JE) [40]

< exp(−βW ) >F = exp(−β∆A), (4)

which is recovered from Crooks fluctuation relation by
integrating both sides of Eq. 3. The exponential aver-
age in JE does not converge well, because the system
rarely explores configurations associated with low work
W which are the ones that contribute significantly to the
integral. Due to these convergence problems, the JE (4)
is typically used via a cumulant expansion [32]

A(ξ′) ≈< W (t′) >ξ′ −β

2
[< W (t′)2 >ξ′ − < W (t′) >2

ξ′ ],

(5)
where the ensemble average is performed over trajectories
satisfying ξ(R(t′)) = ξ′.

It is also interesting in order to understand formula
(3) to refer to its more common equilibrium counter-
parts often used for the calculation of the chemical po-
tential. For an instantaneous transformation from state
0 to 1 (infinite force), the work W is given directly by
W = u = U1 − U0, where U is the potential part of
the Hamiltonian H and Eq. (3) coincides with an equi-
librium relation previously derived by Shing and Gub-
bins [41], PF (u)

PR(−u) = exp(β(u − ∆A)). In this case, the
forward process (F ) corresponds to the insertion of an
atom into a system of N atoms (0 → 1), and the reverse
process (R) to the deletion of an atom from a system of
N+1 atoms (1 → 0). In the same manner as for the JE
and Crooks fluctuation relation, the Widom formula can
be recovered [35] by integrating both sides of the Shing-
Gubbins equation. Widom’s formula is used to compute
the chemical potential by test particle insertion [39] and
has well known poor convergence proprieties [42]. Most
of the convergence problems associated with the Widom
formula also apply to the JE, i.e. the exponential aver-
age hardly samples the importance region of the integral
[33].

The Bennett acceptance ratio method [36] can be used
to minimize the variance of the estimate in Eq. (3), also
in conjunction with biasing protocols [42]. The derivation
of the Bennett method for the Shing-Gubbins equation
[41] applies with identical steps to the Crooks fluctuation
relation

exp(−β∆A) =
< (1 + exp(βW + C))−1 >F

< (1 + exp(βW − C))−1 >R
exp(C),

(6)
with C = −β∆A+ ln(nF /nR), where nF and nR are the
number of samples for the F and R average. In practice,
given that C depends on the result ∆A, this equation is
solved self-consistently by choosing a reasonable starting
value for C, e.g. C = 0.

In steered molecular dynamics (SMD) simulations the
system is steered by applying an external force from
an equilibrium state characterized by an initial reaction
coordinate corresponding to the projection of a potas-
sium ion on the z direction, z = z(R) = z0 to another
state at z = z1. The biased Hamiltonian is given by
H = H0(R) + V (R, t), where the forcing potential is
harmonic

V (R, t) =
k

2
(z(R)− z0 − vt)2, (7)

t = 0, ..., τ is the time required to traverse the coordinate
from z0 = z(R(0)) to z1 = z(R(τ)) and v the pulling
speed. The pulling forces release a certain amount of
work into the system

W (t) =
∫ t

0

dt′
∂V

∂t′
(z(R(t′)), t′) = −k

∫ t

0

vdt′(z(R(t′))−z0−vt′),

(8)
from which we subtract the instantaneous biasing poten-
tial [31] to obtain ∆W (t) = W (t)− V (Rt, t).

In the protocol followed by Kosztin et al. [33] the PMF
between the states can be obtained from the free energy
difference of the biased system provided that the spring
constant is strong k > max( 2α

δz2 , 2Umax

δz2 ), where δz is the
spatial resolution that we are seeking for the PMF, Umax

is the maximum energetic barrier that we expect in δz
and α À 1. In the strong spring approximation, the free
energy and dissipated work along the reaction coordinate
can be computed using the Crooks fluctuation relation
[33] by simply averaging the work associated with the
forward and reverse paths:

∆A(z) = (< ∆Wz >F − < ∆Wz >R)/2,

∆Wd(z) = (< ∆Wz >F + < ∆Wz >R)/2, (9)

where Wd indicates the dissipative work and ∆Wz cor-
responds to the work computed by Eq. 8 along the tra-
jectories satisfying the condition z(R(t)) = z, generated
by pulling the ion along the forward path F from the
entrance (t = 0) to the center of the Gramicidin pore
(t = τ) and viceversa from t = τ to t = 0 along the re-
verse path (R). Angular brackets denote averages which
are taken over a set of repeated SMD simulations along
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both forward and reverse paths. Note that the work def-
inition in Eq. 8 is odd under time reversal.

Finally, assuming a linear dependence between the dis-
sipative work and the position dependent frictional coeffi-
cient γ(z) (Langevin type) of the K+ ion, we can estimate
the diffusion coefficient using the relation[33]

D(z) =
kBT

γ(z)
= v

∆z

β∆Wd
, (10)

where ∆z is the length spanned by the reaction coordi-
nate during the time τ .

C. An analytical model case

A comparison between the different non-equilibrium
methods proposed is presented in this section using an
analytical set-up which allows us to identify the PMF
exactly. We have performed a one-dimensional Langevin
simulation on a periodic line between −12 Å and 12 Å
resembling the PMF barrier expected from Gramicidin A,
with a height of approximately 12 kcal/mol (see Figure
2) using the potential

UPMF (z) = B cos
(

2π

4L
z

)
+ B/4 cos

(
2π

L/2
z

)
, (11)

where we have chosen B = 10kcal/mol and L = 12 Å.
The frictional coefficient is derived using D = kBT

γ with
D = 50Å2/ns, temperature T = 305K and the mass of
the Langevin particle m = 39.0983g/mol equivalent to
that of the potassium ion.

Starting from the initial position z0 = −12 Å, we have
performed a set of 10 steered runs in the forward and 10
in the reverse directions with velocity v = 10Å/ns us-
ing the harmonic biasing potential given in Eq. 7. The
work is computed using Eq. (8) and the free energy pro-
file reconstructed using the Bennett method Eq. (6), the
JE with cumulant expansion Eq. (5) and the forward-
reverse method Eq. (9). The results shown in Figure
(2)a indicate that the most accurate free energy profile is
recovered by the forward-reverse method, at least for this
simple system. The absolute errors shown in Figure (2)b
show that the Bennett method seems to overestimate the
profile more or less consistently across the domain, while
the JE has a lot variability (a different set of 10 runs
can significantly change the profile, for instance note the
difference between the free energy computed with the
forward and reverse runs). As a further check, in Figure
(2)c we have computed the dissipative work for different
values of the pulling speed v equal to 10, 20, 30 Å/ns
which demonstrates that for this simple system the lin-
ear dissipative force approximation (a property of the
Langevin equation) is valid and therefore the diffusion
coefficient can be computed using Eq. 10. The diffusion
coefficient recovered from the simulations using Eq. (10)
is D = 49.5 Å/ns, in very good agreement with the in-
put diffusivity (D = 50Å/ns). Results obtained from 100
runs are similar but have smaller errors.

It is probably not surprising that the JE cumulant ex-
pansion produces the least accurate results. Also, it can
be expected that the forward-reverse method is more ac-
curate than the Bennett method in this situation, even
if the Bennett method is designed to reduce the variance
of the estimate. In fact, the forward-reverse method uses
the Crooks fluctuation relation (3) in the strong spring
approximation. This implies that the forward and re-
verse distributions are Gaussians with the same variance,
so that the formulas (9) are valid. As shown in Figure
(2)d, the two distributions PF (W ) and PR(W ) satisfy
this condition sufficiently for the spring constant used
(k = 10kcal/mol/Å

2
). The Bennett acceptance ratio

method does not use the strong spring approximation
being merely a variance reduction formalism applied to
a very slowly converging exponential average (Eq. 3).
Furthermore, the smooth plots in Figure (2)d are gen-
erated with one thousand trajectories, while calculations
on real systems are limited by the computational cost to
tens drastically increasing the noise of the Bennett esti-
mate.

D. Molecular modeling

The starting structure of the gA helical dimer was
downloaded from the Protein Data Bank (PDB:1JNO)
and embedded in dimyristoylphospatidylcholine (DMPC)
lipid bilayer using the scripting facilities of the VMD pro-
gram [43]. The choice of this set up was motivated by
the fact that it has provided good results in previous MD
simulations[27]. The bilayer was set up with 64 lipids
over a surface of dimensions 63× 63 Å

2
based on the ex-

perimental cross-section of the DMPC lipid bilayer 61.7
Å

2
. Four lipids were removed upon insertion of the pro-

tein, then the entire complex was solvated with TIP3P
water and 150 mM KCl. The alignment of the protein
with the membrane was such that the aromatic residues
of tryptophan at the top and bottom would be roughly
in the horizontal plane of the membrane (xy). The en-
tire system of just over 29, 000 atoms was first minimized
with the protein fixed, then equilibrated with velocity re-
initialization every 0.1 ps at 305 K for 5 ps and the pro-
tein restrained with a harmonic potential of 250 kcal/mol
per atom. The pressure was equilibrated at 1 atm for 0.4
ns. The total volume after pressure equilibration was
approximately 66 × 66 × 62 Å

3
. The backbone of the

protein was then constrained with an harmonic poten-
tial of 5 kcal/mol, except for C-alpha atoms for which a
force constant of 25 kcal/mol was used and progressively
reduced to zero over 0.5 ns. A final 10 ns run of equili-
bration was performed and the last configuration taken
for the production runs. The molecular dynamics simu-
lations were performed using Charmm27[44] force fields
as implemented in NAMD [45], PME electrostatics, rigid
bonds and a time step of 2 fs. The protein was able to tilt
and move in the membrane. The equilibrated structure
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FIG. 2: (a) Application of different non-equilibrium methods for the reconstruction of the potential of mean force using Eq.
11 (solid black line). The profiles displayed are as follows: For the Jarzynski equation with cumulant correction Eq. (5),
closed and open triangles for forward and reverse paths respectively; Bennett method Eq (6), open circles; forward-reverse
SMD Eq. (9), open squares. All profiles are computed over 10 runs in each direction. Results from 100 runs are similar but
with smaller errors. (b) The absolute error in the estimation of the PMF for all methods (same symbols as in (a)). (c) Scaling
of the dissipative work for different pulling speeds v equal to 10 (plus signs), 20 (squares), 30 (circles) Å/ns. (d) Probability
distribution of the work ∆W around one of the minima of Eq. 11 centered at x = 3.2 over a bin of 1 Å/ns and 1000 trajectories.

maintains a tilt of around 12 degrees with respect to the
normal of the xy plane of the membrane (principal iner-
tia axis of the C-alpha atoms is (−0.218,−0.027, 0.975)).
The radius of the pore was estimated to be r = 2.5 Å
by measuring the occupancy nr of a water molecule at
distance r from the pore central axis of symmetry, where
r is the radius in cylindrical coordinates. The water oc-
cupancy along z (Fig. 3) is estimated directly from the
MD trajectory by counting the average number of water
molecules in cylindrical volumes of radius r = 2.5 Å and
height h = 1 Å along the reaction coordinate.

E. Steered molecular dynamics simulations

Two sets of 25 of steered molecular simulations were
performed where a K+ ion was pulled along the z direc-
tion orthogonal to the pore from the pore entrance to the
center (forward direction) and viceversa (reverse direc-
tion) taking advantage of the symmetry of the gA pore.
The pulling speed is v = 10 Å/ns for 1.7 ns each run.
The runs were performed within a NVT ensemble using
Langevin dynamics with friction 1 ps−1 applied to the

system excluding hydrogen atoms and ions, a time step
of 1 fs and a direct truncation cutoff of 12 Å. The for-
ward runs start from an equilibrated structure with the
K+ ion located at the pore entrance. This equilibrated
structure is selected from a 5 ns run during which a K+

ion visited the binding site at the entrance of the chan-
nel (the ion remained in the site for tens of picoseconds
only). The reverse runs simply start from a configuration
with the ion at the center of the pore resulting from the
last configuration of the forward runs equilibrated for 1
ns without any constraints.

Each run starts from the same equilibrated configura-
tion but samples a different trajectory due to the random
Langevin dynamics of the thermostat. The thermostat
does not apply to the non-hydrogen atoms and to the
ions in order to avoid affecting the diffusion (friction co-
efficient is γ = 1ps−1). We also applied a harmonic re-
straining potential with k = 250 kcal/mol Å−2 to the
center of mass of the Cαs of the protein in order to avoid
the possibility that the continuous strain on the surface
of the pore produced by the pulled ion might affect the
location of the protein in the membrane. With this set-
ting the center of mass movement was limited to approx-
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FIG. 3: Characterization of the water molecules present inside
the pore. In a) is shown the water molecule occupancy nz

along the z direction of the pore. In b) the number of water
molecules within 22 Å of the pore is plotted during a 2.5 ns
simulation.

imately 0.1 Å. The reaction coordinate is always taken
relative to the pore center of mass, in the z direction.
From the 50 analyzed trajectories we have included the
ones for which the water file inside the pore is not per-
fectly maintained during the simulation. In fact, for some
trajectories, the pulled ion loses contact with the water
behind it and the water molecule file inside the pore con-
tains an empty position. In order to optimize the pro-
tocol, the pulling speed must be adjusted such that the
single water file is maintained (low steering speed) while
using the fastest possible speed in order to sample more
trajectories. It is not clear a priori which pulling speed
is best to use, but an extensive tuning of this parameter
would be extremely costly. We have not found significant
differences between the different pulling speeds v = 10
Å/ns and v = 20 Å/ns; nevertheless we have chosen to
be on the safe side using the slower velocity.
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FIG. 4: (a) Work WF and −WR obtained from Eq. 8 pro-
duced by pulling in the forward direction F (into the pore,
continuous blue line) and reverse direction R (out of the pore,
red line) a K+ ion from −14 Å to the center of mass of the
Cα of gA. A set of 25 runs in each direction is performed.
For convenience −WR is shifted to the origin at z = −13 Å.
The average over the F and R runs are shown as thick solid
lines. (b) The free energy profile reconstructed by Eq. 9 was
made symmetric on the positive z axis. (c) Dissipated work
performed on the ion within the pore obtained from Eq. 9.
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III. RESULTS

A. Energetics of Gramicidin A

The work released to the system by the pulling is com-
puted by a direct discretization of the integral of Eq. 8
over 100 bins. Each trajectory work data is divided into
50 bins over which the work and z position are time av-
eraged. The resulting time series is used to compute the
discrete integral [32]. The cumulative work performed
across the pore is shown in Figure 4a for all forward and
reverse pullings together with the average over forward
and reverse runs separately. From these work paths, us-
ing Eq. 9 we computed the equilibrium free energy and
the dissipated work directly. The reconstructed free en-
ergy profile is shown in Figure 4b. The energetic free en-
ergy barrier across the pore is approximately 19 kcal/mol
with a binding site at the entrance to the pore at approx-
imately −9.5 Å. Previous studies at the same ionic con-
centration of 150 mM KCl but using different simulation
protocols and temperature (298K) [46] obtained a free
energy barrier of approximately 15 kcal/mol. Another
more recent study [28], at the same ion concentration and
temperature as these calculations, found a barrier of ap-
proximately 13 kcal/mol from the entrance binding site,
but at much higher ionic concentrations (1 M KCl) [27]
the energetic barrier was also measured at 10 kcal/mol.
All these different results are in disagreement with the
experimental value of the conductance and confirm the
difficulty of modeling this narrow channel by computa-
tional means. A comparison of the PMF produced by
our SMD experiments and recent results [46] using the
WHAM [47] and TI [35] methods for the same system
with a similar setup is illustrative of the SMD method-
ology. In that study [46], the PMF is reconstructed be-
tween −20 and 20 Å, while we limit our domain to the
range where the channel is considered narrow and uni-
dimensional ( −13 Å and 13 Å). This is to guarantee
that the uni-dimensional approximation for the reaction
coordinate z is still valid. Indeed, outside the channel the
volume of the configurational space in the x, y direction
will vary until reaching the bulk. A restraining potential
is therefore required to maintain the ion constrained and
aligned as if is in the pore, effectively extending the pore
within the bulk domain. This potential needs then to
be corrected with the two dimensional PMF[27]. Com-
paring the profiles in [46] with Fig. 4, it transpires that
the two PMFs are similar in terms of the total barrier
from the external ion binding site, as well as regarding
the shape at the center. The depth of the binding site
is however much smaller on our PMF without restraints
probably due to the extended volume of space which the
ion encounters at the boundary between the channel and
the bulk.

The diffusion coefficient of K+ ions is constant across
the pore (linear slope of the dissipated work in Fig. 4c).
The resulting value is computed using Eq. 10, giving
D = 1.75Å2/ns which is of the same order of magnitude
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FIG. 5: Electrostatic interaction energy averaged over the
forward (a) and reverse (b) pullings on all atoms within a
sphere of radius 6 Å (dots) and 16 Å (circles) centered on the
crossing ion.

as other numerical studies [48]. As a comparison, the
approximate diffusion coefficient of K+ ions in bulk wa-
ter is D = 190Å2/ns [48] and the self-diffusion of water
is D = 250Å2/ns, two orders of magnitude higher. The
higher diffusion coefficient of K+ in bulk water is due to
the fact that, in the pore, the ion binds electrostatically
with oxygen atoms within the backbone of Gramicidin
A inside the pore. These binding sites are very stable,
reducing significantly the diffusivity of the ion compared
to bulk water. Overall, the relation Eq. 10 is valid only
if we can assume a linear dependence of the dissipative
work with the pulling velocity. This assumption is veri-
fied in the simple Langevin case of section II C, however
preliminary runs at different pulling speeds seem to indi-
cate that this is not true for Gramicidin A. In this case,
we have to consider the calculated diffusion coefficient a
lower limit for the diffusivity of the pore.

B. Shape of the free energy profile

The free energy barrier for gA in Figure 4 is tent-
shaped, so that the K+ ion receives an average thermo-
dynamic force in the outward direction. What produces
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this specific shape is better understood by looking at the
electrostatic force acting on the ion during translocation.
We have computed the electrostatic potential between
the ion and all the atoms within a sphere of radius 16
Å and 6 Å centered on the K+ ion and averaged over
the runs. The two distances are chosen in order to show
the contributions of the first and second shells of atoms
respectively. The electrostatic potential for the forward
paths is shown in Figure 5a. The electrostatic profile
produced by the first shell of atoms (dots in Figure 5a)
corresponds to a potential energy gap of approximately
20 kcal/mol between the entrance (z = −13 Å) and the
center (z = 0 Å) of the pore. The electrostatic energy
barrier is however much higher (50 kcal/mol) and steeper
for the larger interaction radius. The strong electrostatic
contribution is due to the dipole formed by the bulk wa-
ter molecules at the entrance of the pore which cannot
be balanced by the apolar environment of the membrane
surrounding the gA. While the potassium moves into the
pore the lipids and the pore atoms are unable to polar-
ize in the same way as the water molecules just outside
the pore. In fact, at the center of the pore the first shell
of atoms contributes to the entire electrostatic interac-
tion energy with the ion as shown in Figure 5a which
compares long and short ranged electrostatic interaction
energy. Therefore, when the ion is pulled deeper into the
pore, the contribution of polarized water diminishes un-
til the first shell of atoms provides the entire electrostatic
energy. The same considerations are valid in the reverse
direction, Figure 5b, between the first and second shells
showing that the potassium ion is embedded in a positive
dipole which pushes it out of the pore (compare with the
tent shaped free energy profile in Fig. 4).

Comparing the electrostatic potential between the for-
ward and reverse pullings (Figure 5 a and b), it appears
that the electrostatic barrier is higher for the forward
run, however both cases reach the same value of the elec-
trostatic interaction potential at the exit of the pore, in-
dicating that the magnitude of the water molecule dipole
is the same for the forward and reverse runs. The elec-
trostatic energy difference comes almost entirely from the
second shell of neighboring atoms around the ion which
indicates the importance of the water dipole at the en-
trance of the pore. The non-equilibrium process in the
forward run overestimate the energetic costs because the
dipole moment is larger than it would be in the equilib-
rium situation as the water dipole moment did not have
time to decay completely during the fast pulling. During
the reverse runs, the dipole moment does not have the
time to form until the ion is relative close to the pore
entrance, thereby overestimating the outward energetic
costs. In principle, the use of the Crooks fluctuation re-
lation of Eq. 9 allows one to compute the equilibrium
free energy from these non-equilibrium simulations in an
exact manner. In practice, it is important that the bias,
introduced by the accelerated dynamics along the reac-
tion coordinate, is similar in the forward and reverse di-
rections.

IV. DISCUSSION AND CONCLUSION

The tent shaped free energy profile for ion transloca-
tion through the gA pore originates from the different
polarity of its inner part (including the atoms compris-
ing the pore and the lipids surrounding it) with respect
to bulk water. However, as pointed out by others, the
fact that the gA pore can hold up to two potassium ions
at a time has been seen as a consequence of the non-
negligible polarity in the interior of the pore. Our results
show to what extent the relatively lower polarity of the
inner region of the gA pore creates a free energy barrier
for ion crossing. The free energy barrier, along with the
fact that the ions drag six to nine water molecules with
them in a single file, makes gA a particularly challenging
system for computer simulations, since short equilibrium
simulations can mask what really occurs in the pore. In
the current simulation studies we have assumed that the
free energy profile is symmetrical with respect to the cen-
ter of the pore. The free energy barrier from the entrance
of the pore to the center can then be divided into three
different regions. The first K+ binding site at approx-
imately −10 Å has been recognized by many different
studies [49]. The second region from −10 Å to −5 Å
is dependent on the interaction of the K+ ion with the
dipole moment generated by the water molecules out-
side the pore, while from −5 to zero the dipole is weaker
and the molecular details of the binding with the oxygen
atoms of the backbone of the pore itself become apparent.

The simulations presented here show an application
of the new free energy reconstruction protocol proposed
by Crooks[34], yielding similarly shaped free energy bar-
riers for ion crossing to those reported in previous cal-
culations [28]. The somewhat higher free energy bar-
rier we have computed is possibly due to the failure to
sample correctly the decay of the water dipole moment
during the accelerated time of the simulation, whether
this is based on pulling experiments or biased potentials
(umbrella sampling). Also, the choice of initial condi-
tions might play an important role due the state of the
water dipole outside the pore. In fact, steered molecu-
lar dynamics accelerates the dynamics along the reac-
tion coordinate (in this case z), but still requires the
other degrees of freedom to equilibrate (for instance wa-
ter molecules outside the pore). Furthermore, the use
of periodic boundary conditions has been reported to be
a non reliable method for the treatment of long range
interactions for free energy calculations in charged and
non-periodic systems (see [50] and references therein),
even if special corrections were included. However, the
current paper does not principally deal with the ability
of PMF to reproduce free energy barriers for ion channels
but it provides a sound alternative showing the potential-
ity of the reverse-forward method in simulating complex
biological processes. Finally, the overestimation of the
barrier for Gramicidin A has been suggested to be due to
the electron polarizability which has not been included in
the force field. This fact, already pointed out years ago
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in a simulation of the gramicidin channel[51] has been
noticed by preliminary tests in which a reduction of the
barrier was obtained when smaller charges for the potas-
sium ions were used. This reduction will be similar to
that obtained using a simple polarizable force field, be-
cause of the global screening of electrostatic interactions
by the induced field.

In this work we have presented one of the first applica-
tions of the Crooks fluctuation relation to ion channels.
Our calculations reproduce with an extremely simple pro-
tocol the results for the free energy profile obtained pre-
viously and, more importantly, allow us to interpret the
dynamic polarization of the water molecules outside the
channel. The possibilities that the new formulation opens
in computational biochemistry and biophysics are impor-
tant, as it allows one to directly sample relevant regions
of the phase space without the need to equilibrate in the
direction of the reaction coordinate. This equilibration
is still needed in the directions orthogonal to the given
reaction coordinate, although the current protocol con-
siderably simplifies the sampling problem by means of a
more natural molecular simulation protocol. An addi-
tional advantage of the use of steered molecular dynam-
ics is that it allows for the simultaneous evaluation of the
PMF and the diffusion coefficient. The results of the
non-equilibrium calculations presented here are of addi-
tional interest because they have been obtained with a
limited number of trajectories (50) and total simulation
time of just over 85 ns.

Finally, the computational protocol for forward-reverse
steered molecular dynamics can fully exploit simple dis-
tributed network computing where many instances of the
same simulation can be spawned on many independent
machines volunteered by the general public [52]. This
type of distributed infrastructure is not new but, so far,

it has not been possible to use it effectively for molecular
dynamics simulations because of the limited computa-
tional power of each node (usually a PC) compared to
the requirement of full-atom MD simulations [53]. How-
ever, recent advances in processor architectures and sci-
entific software (CellMD [54]) have produced over an or-
der of magnitude speed-up using the Sony-Toshiba-IBM
Cell processor. By using the Cell processors available in
the new Sony Playstation3, distributed computing ini-
tiatives such as PS3GRID.NET [55] can utilize a PS3 as
effectively as a 20 core cluster and spawn computation-
ally demanding jobs equivalent to the use of a higher end
supercomputer for this specific application case. Such
a scenario is of interest for SMD simulations because it
allows one to leverage substantial computational power
at considerably lower cost. We are currently using this
infrastructure to investigate the same protocol starting
with different initial conditions, different pulling speeds
and spring strengths to study the effect of the distance
from equilibrium in reconstructing the equilibrium free
energy, as well as simple polarizability models in order
to improve further the free energy profile obtainable.
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